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Abstract. While the specific humidity of the atmosphere is expected to increase as
the climate warms, roughly consistent with constant relative humidity in a global
mean, precipitation increases do not keep pace with specific humidity increases. To
investigate systematically how precipitation changes with climate, we conducted
a series of simulations with an idealized general circulation model in which we
varied the optical thickness of the longwave absorber. In the simulations, global-
mean precipitation increases approximately linearly with global-mean surface
air temperature over a wide range of climates and asymptotically approaches
a maximum in warm climates, with the maximum estimable from the surface
energy budget. The large-scale (grid-scale) precipitation, which is particularly
important in the extratropics, exhibits more complex behavior, with a maximum
in a moderately warm climate and smaller values in colder and warmer climates.
Changes in precipitation extremes likewise do not scale with specific humidity
changes but exhibit more complex behavior, with a wide range in which they
increase approximately linearly with global-mean surface air temperature at a
fractional rate approximately equal to that of the mean precipitation and, for some
extreme-value statistics, with a maximum or plateau in warm climates.

1. Introduction

According to the Clausius-Clapeyron relation, a small

change δT in temperature T leads to a fractional change

δes/es in saturation vapor pressure es of

δes

es

≈
L

RvT 2
δT, (1)

where Rv is the gas constant of water vapor and L is the

latent heat of vaporization. If one substitutes representative

values for the present-day Earth climate, this implies that

the fractional increase in saturation vapor pressure with tem-

perature is about 6–7% K−1 (e.g., Trenberth et al. [2003]).

Held and Soden [2006] showed that in simulations of 21st-

century climate change scenarios, the fractional increase in

global-mean precipitable water (column-integrated specific

humidity) with global-mean surface temperature is about

7.5% K−1, similar to the fractional increase in saturation va-

por pressure and roughly consistent with a constant effective

relative humidity (a relative-humidity average weighted by

the saturation vapor pressure, i.e., toward the lower tropo-

sphere). On the other hand, the fractional increase in global-

mean precipitation and evaporation with global-mean sur-

face temperature is about 2.2% K−1—considerably less than

the specific humidity increase.

Changes in evaporation and precipitation and in near-

surface saturation specific humidity and relative humidity

are closely related. According to the bulk aerodynamic for-

mula, evaporation E over oceans is related to the specific

humidity q near the surface and the saturation specific hu-

midity q∗s at the surface by

E = ρCW ‖v‖(q∗
s
− q), (2)

where ρ is the density of near-surface air, v is the near-

surface wind, and CW is a bulk transfer coefficient (e.g.,

Peixoto and Oort [1992]). Over oceans, the disequilibrium

factor q∗
s
− q between the surface and near-surface air is

usually dominated by the subsaturation of near-surface air,

rather than by the temperature difference between the sur-

face and near-surface air, so that it can be approximated as

q∗s − q ≈ (1−H)q∗s , with near-surface relative humidity H.

If one further assumes that changes in evaporation with cli-

mate are dominated by changes in the disequilibrium factor

q∗s−q and that its changes, in turn, are dominated by changes

in near-surface saturation specific humidity and relative hu-

midity, the fractional change δE/E in evaporation E can be

expressed as
δE

E
=

δq∗
s

q∗s
−

δH

1 −H
. (3)

As discussed by Held and Soden [2000], the relation

(3) together with the surface energy budget constrains the

changes in evaporation and near-surface relative humidity

that are possible for a given change in radiative forcing

and temperature. With a fractional change of 2.2% K−1 in

evaporation and 6.5% K−1 in saturation vapor pressure, a

global-mean surface temperature increase of 3 K leads to a

global-mean increase in evaporation of δE/E ≈ 6.6% and
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in saturation specific humidity at the surface of δq∗s/q∗s ≈
δes/es ≈ 19.5%. To the extent that the relation (3) is ade-

quate, it follows that the relative humidity term δH/(1−H)
increases by about (19.5−6.6)% = 12.9%, or, with a typical

near-surface relative humidity of 80%, the relative humidity

increases by about 2.6 percentage points. The precise mag-

nitude of relative humidity changes will depend on changes

in surface winds and in the temperature difference between

the surface and near-surface air. However, even if, for exam-

ple, the influence of changes in the temperature difference

between surface and near-surface air on the disequilibrium

factor q∗
s
− q is similar to the influence of changes in the

near-surface relative humidity, the order of magnitude of the

terms shows that changes in near-surface relative humidity

will be small compared with changes in near-surface satu-

ration specific humidity. This is especially the case if near-

surface air is close to saturation so that the factor 1/(1−H)
in (3) is large. Because most water vapor in the atmosphere

is confined near the surface (the water vapor scale height is

about 2 km), this implies that changes in precipitable wa-

ter will be dominated by changes in near-surface saturation

specific humidity.

It is also clear that fractional evaporation changes with

surface temperature cannot be of a vastly different magni-

tude than the 2.2% K−1 quoted above, as would be nec-

essary for significant relative humidity changes. For ex-

ample, if an increase in the concentration of greenhouse

gases would lead to a 3-K global-mean surface tempera-

ture increase in a statistically steady state, associated with

a saturation specific humidity increase of about 19.5%, and

would lead to a reduction in near-surface relative humidity

from 80% to 70%, evaporation would have to increase by

about 70% according to (3). But currently total evapora-

tion at Earth’s surface amounts to a latent heat flux of about

80 W m−2 (Kiehl and Trenberth [1997]). A 70% increase

would amount to an additional energy flux of 56 W m−2 that

would have to be available to the surface, in the form of in-

creased net irradiance or increased downward sensible heat

fluxes, to balance the additional evaporation. But this is not

possible given current estimates of the equilibrium climate

sensitivity (of order 0.8 K surface warming per 1 Wm−2 ra-

diative forcing at the top of the atmosphere) and estimates

of the additional energy flux available to the surface in a

warmer climate, which is expected to be of the same order

as but is not necessarily equal to the radiative forcing at the

top of the atmosphere that produced the warming. Notwith-

standing uncertainties in quantitative details, the implica-

tion is that changes in near-surface relative humidity and

in evaporation—and thus, in a statistically steady state, in

precipitation—are strongly energetically constrained.

We recently investigated how the hydrologiccycle changes

with climate in a much wider range of climates than those

considered in typical global-warming simulations (O’Gorman

and Schneider [2007b]). We simulated a wide range of
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Figure 1. Global-mean precipitable water vs global-mean surface

air temperature (solid line with circles). Here and in subsequentfig-

ures, the filled circle indicates a reference simulation with global-

mean surface air temperature close to that of present-day Earth.

The dashed line is the global and column average of the satura-

tion specific humidity, excluding levels at the top of the model

and rescaled by a constant relative-humidity factor of 0.67. (From

O’Gorman and Schneider [2007b].)

climates with an idealized aquaplanet general circulation

model (GCM) by systematically varying the optical thick-

ness of an idealized longwave absorber, which may be thought

of as representing the combined effect of water vapor and

well-mixed greenhouse gases. Other quantities such as

the latent heat of vaporization, surface albedo, solar irradi-

ance, and solar absorption in the atmosphere are kept fixed.

The simulated climates have steady and zonally and hemi-

spherically symmetric circulation statistics. They exhibit

global-mean surface air temperatures between 260 K (pole-

to-equator temperature contrast 70 K) and 316 K (pole-to-

equator temperature contrast 24 K) and span climates from

some resembling that of present-day Earth to equable cli-

mates and cold climates resembling those that may have oc-

curred over Earth’s history. Here we summarize some results

of our study. Section 2 and 3 summarize results on global-

mean precipitation and large-scale precipitation (precipita-

tion arising from large-scale condensation). These sections

are a review of O’Gorman and Schneider [2007b]; more de-

tails and a model description can be found there. Section 4

presents results on precipitation extremes.

2. Global-mean precipitation

Figure 1 shows the global-mean precipitable water as a

function of global-mean surface air temperature in the series

of simulations. The precipitable water (solid line with cir-

cles) increases monotonically with surface air temperature,

roughly consistent with a constant effective relative humid-

ity (dashed line). The fractional rate of increase in precip-

itable water at the reference simulation (filled circle, a sim-

ulation with a climate close to that of present-day Earth) is

6.2% K−1, consistent with (1). The relative humidity in the
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free atmosphere does change over the range of simulations,

but near the surface, where the bulk of the water vapor is

confined, its changes are sufficiently small that assuming a

constant effective relative humidity is a good approximation.

The increase in precipitation does not keep pace with the

increase in precipitable water. Figure 2 shows the global-

mean precipitation as a function of global-mean surface air

temperature. Over a wide range of climates, the precipita-

tion increases approximately linearly with surface air tem-

perature. In warm climates, the precipitation asymptotically

approaches a maximum value, which can be estimated from

the surface energy budget. In warm climates, the dominant

balance in the surface energy budget is between absorbed so-

lar irradiance and the latent heat flux associated with evapo-

ration; the relative importance of the net longwave radiative

flux and of the sensible heat flux in the surface energy bud-

get decreases as the climate warms. Because in a statistically

steady state, precipitation is equal to evaporation, we obtain

an approximate upper bound on precipitation,

Pmax ' (1 − α)S/L, (4)

if we set the latent heat flux LE = LP at the surface equal to

the absorbed solar irradiance (1−α)S, where α is the surface

albedo and S is the solar irradiance at the surface (both are

constant in our series of simulations). Figure 2 shows that

this upper bound is a good estimate of the asymptotic max-

imum value of precipitation, though it is exceeded slightly

in the warmest simulations because there is a net sensible

heat flux from the atmosphere into the surface in those sim-

ulations. In general, the degree to which the bound (4) is

attained depends on the sensible heat flux into or out of the

surface and thus on boundary-layer dynamics.

Figure 2 also shows the precipitation change obtained if

one assumes that changes in latent heat release within the

atmosphere, and thus changes in evaporation and precipita-

tion, are balanced by changes in the longwave radiative loss

of the atmosphere (e.g., Allen and Ingram [2002]). The long-

wave radiative loss of the atmosphere is the difference be-

tween the outgoing longwave flux and the net upward long-

wave flux at the surface. Denoting the net upward longwave

flux at the surface by R and using that, in our series of sim-

ulations, the latent heat of vaporization and the global-mean

outgoing longwave radiation are constant, the precipitation

change balanced by changes in longwave radiative loss is

δP = −δR/L. (5)

Figure 2 shows that the precipitation change balanced by

changes in longwave radiative loss is similar to the actual

precipitation change, but the estimate (5) is not quantita-

tively accurate. Changes in sensible heat flux at the surface

are not negligible. In particular, the estimate (5) does not ac-

count for the linear dependence of precipitation on surface

air temperature over a wide range of the simulated climates.
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Figure 2. Global-mean precipitation vs global-mean surface air

temperature (solid line with circles). The dashed line represents a

linear increase of 2.8%K
−1 relative to the reference simulation.

The horizontal solid line is the approximate precipitation bound (4)

corresponding to a balance of absorbed solar irradiance and evapo-

ration at the surface. The dotted line shows the precipitation change

(5) balanced by changes in the longwave radiative loss of the at-

mosphere, with a constant offset chosen such that there is agree-

ment with the precipitation for the reference simulation. (From

O’Gorman and Schneider [2007b].)

Moreover, even if the estimate (5) were more accurate, its

use for estimating precipitation changes would be limited

because the longwave flux at the surface depends on the sur-

face air temperature and thus on the evaporation at the sur-

face, making (5) an implicit relation.

We currently do not have a theory that accounts for

the dependence of precipitation on surface air temperature.

Radiative-convective equilibrium simulations with the same

GCM as used in Fig. 2 give a similar dependence of pre-

cipitation on surface air temperature and suggest that energy

constraints may account for it; see O’Gorman and Schneider

[2007b].

3. Large-scale precipitation

Precipitation in GCMs can be decomposed into a compo-

nent associated with parameterized convection and a compo-

nent associated with large-scale (grid-scale) condensation.

The latter component results from resolved motions. One

may hope that it is less dependent on specifics of the con-

vection parameterization than the convective component, but

inasmuch as the resolved motions (particularly convection

on the grid scale) depend on specifics of the convection pa-

rameterization, this may not be true. In our simulations, the

large-scale component (“large-scale precipitation”) is largest

in the extratropics, and the convective component dominates

in lower latitudes.

Figure 3 shows the large-scale precipitation as a function

of global-mean surface air temperature. Like the total pre-

cipitation in Fig. 2, the large-scale precipitation increases

approximately linearly with surface air temperature over a
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Figure 3. Global-mean large-scale precipitation (solid line and

circles) vs global-mean surface air temperature. The dashed line

represents a linear increase of 3.2%K
−1 relative to the reference

simulation. (From O’Gorman and Schneider [2007b].)

wide range of climates, with a similar fractional rate of in-

crease relative to the reference simulation as the total pre-

cipitation. But unlike the total precipitation, the large-scale

precipitation does not increase monotonically with surface

air temperature but has a maximum in a moderately warm

climate.

Changes in the thermal structure of the atmosphere and

in characteristics of large-scale eddies are responsible for

the changes in large-scale precipitation. Given the ther-

mal structure of the atmosphere and eddy characteristics, a

stochastic model of isentropic moisture advection and con-

densation (O’Gorman and Schneider [2006]) successfully

accounts for the changes in large-scale precipitation. Ac-

cording to the stochastic model, the large-scale condensa-

tion rate depends on eddy kinetic energies and eddy length

scales, on the meridional gradient of saturation specific hu-

midity along isentropes, and on the distance an air parcel

travels along isentropes before it reaches saturation. An-

alyzing the stochastic model, we found the following fac-

tors to be important in accounting for the changes in large-

scale precipitation: (i) As the climate warms, the slope of

isentropes in the lower troposphere decreases. This reduces

the meridional gradient of saturation specific humidity along

isentropes relative to what it would be if only the saturation

specific humidity would increase, leading to a relative re-

duction in the large-scale condensation rate. (ii) As the cli-

mate warms, the distance an air parcel travels to reach sat-

uration increases in the lower troposphere, and it generally

(except for the warmest climates) decreases in the upper tro-

posphere. This, along with changes in the atmospheric ther-

mal structure, implies an upward movement of the region

in which the bulk of the large-scale condensation occurs to

colder and dryer regions of the atmosphere, leading to mod-

ifications of the large-scale condensation rate. The region in

which the bulk of the large-scale condensation occurs also

moves meridionally, further modifying the large-scale con-

densation rate. (iii) Eddy kinetic energies have a maximum

for a climate close to the reference simulation (O’Gorman

and Schneider [2007a]) and are smaller for much colder and

much warmer climates. This affects the transport of water

vapor along isentropes and likewise modifies the large-scale

condensation rate. See O’Gorman and Schneider [2007b]

for details.

The behavior of the large-scale precipitation illustrates

that energetic considerations alone do not suffice to account

for precipitation changes. Changes in the thermal structure

of the atmosphere and in eddy characteristics must also be

taken into account. These lead to the mean large-scale pre-

cipitation not scaling with precipitable water and even lead

to non-monotonic behavior of large-scale precipitation as a

function of surface air temperature.

4. Precipitation extremes

The frequency of occurrence of different precipitation

rates and its changes with climate in simulations with current

climate models depend on poorly constrained specifics of

convective parameterizations. For example, quasi-equilibrium

convection schemes in which convective available potential

energy (CAPE) is released at the rate at which it is produced

by resolved motions prevent the build-up and intermittent

release of CAPE and thus may underestimate the frequency

of intense precipitation events. While they may simulate

mean precipitation correctly, they may do so with a bias to-

ward more frequent low-intensity precipitation events than

would occur in nature. Conversely, convection schemes with

an overly stiff trigger or high thresholds for the occurrence

of deep convection may have a bias toward more frequent

high-intensity precipitation events than would occur in na-

ture. Comparing observational data and climate simulations

with different convection schemes, Dai et al. [1999], Sun

et al. [2006], and Wilcox and Donner [2007], among oth-

ers, did indeed find such biases in simulated precipitation

statistics. Wilcox and Donner [2007] found that changes in

the exceedance probability of a precipitation threshold are

greater with changes in the convection scheme than with a

2-K surface warming with fixed convection scheme. Such

findings cast doubt on the ability of current climate models

and of our idealized GCM to simulate changes in precipita-

tion extremes reliably.

Here we present changes in precipitation extremes in our

simulations, without any claim to universality of the results

but to illustrate the complexity of possible changes in the

extremes. Figure 4 shows the 99th percentiles of daily pre-

cipitation as a function of global-mean surface air temper-

ature, both for total and large-scale precipitation. The 99th

percentile is the amount of daily precipitation exceeded with

probability 1% in precipitation events in model grid boxes.

Over a wide range of climates, the 99th percentiles increase

approximately linearly with surface air temperature, with a
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Figure 4. 99th percentiles of daily total and large-scale precipita-

tion (solid lines and circles) vs global-mean surface air tempera-

ture. The two dashed lines represent linear increases of 3% K
−1

relative to the 99th percentiles of total and large-scale precipitation

in the reference simulation.

fractional rate of increase of about 3% K−1 relative to their

values in the reference simulation. This fractional rate of

increase is similar to that of the respective mean precipita-

tions (Figs. 2 and 3) and is considerably smaller than that of

precipitable water (Fig. 1). In warm climates, the 99th per-

centiles approach a maximum. They decrease slightly (for

total precipitation) or more significantly (for large-scale pre-

cipitation) in yet warmer climates.

The behavior of the 99th percentile of daily precipitation

is similar to that of other high percentiles. Both for total and

large-scale daily precipitation, high percentiles generally ex-

hibit a linear regime with the same fractional rate of increase

with surface air temperature of about 3% K−1. For very high

percentiles (greater than about the 99.9th), the linear regime

extends over the entire range of climates we simulated; there

are no maxima in the percentiles. For moderately high per-

centiles (less than about the 97.5th), the maxima are more

pronounced, and also the total precipitation percentiles ex-

hibit a clear maximum in warm climates and decrease sig-

nificantly in yet warmer climates.

It is unclear at present to what extent these results depend

on the structure of the convection scheme in our GCM—

an idealized quasi-equilibrium scheme (Frierson [2007])—

and on parameters in the scheme. Additionally, the values

of the percentiles and possibly also their fractional rates of

change may be resolution dependent. In that high percentiles

of daily precipitation in the vicinity of the Earth-like refer-

ence simulation exhibit a fractional rate of change with sur-

face air temperature similar to that of the mean precipita-

tion, our simulations differ from the comprehensive GCM

simulations of Kharin and Zwiers [2005], who found a frac-

tional rate of change of precipitation extremes with surface

air temperature that exceeds that of the mean precipitation.1

1Because, obviously, high percentiles of precipitation are greater than

It is important to elucidate the reasons for such differences

to gain confidence in simulations of changes in precipitation

extremes.

What our results do show is that there is no general princi-

ple that would dictate that changes in precipitation extremes

scale with changes in precipitable water. It is sometimes

claimed that because large-scale and long-term energetic

and dynamic balances do not constrain individual (local and

transient) intense precipitation events, and because the wa-

ter precipitating in intense precipitation events is primarily

advected from other regions of the atmosphere, rather than

being evaporated locally, changes in precipitation extremes

may scale with changes in precipitable water (e.g., Trenberth

[1999]; Allen and Ingram [2002]; Hegerl et al. [2007]). Our

results show that this argument is not generally valid, appar-

ently because it ignores that moisture convergence and pre-

cipitation in individual storms are directly linked to upward

mass flux and latent heat release, which themselves must

satisfy dynamic and thermodynamic balances (e.g., Pauluis

and Held [2002a, b]). The dynamics and thermodynamics of

storms must play a central role in determining precipitation

extremes and their changes with climate.
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