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ABSTRACT

The regional climate response to radiative forcing is largely controlled by changes in the atmospheric circulation. It has been suggested that global climate sensitivity also depends on the circulation response, an effect called the “atmospheric dynamics feedback.” Using a technique to isolate the influence of changes in atmospheric circulation on top-of-the-atmosphere radiation, the authors calculate the atmospheric dynamics feedback in coupled climate models. Large-scale circulation changes contribute substantially to all-sky and cloud feedbacks in the tropics but are relatively less important at higher latitudes. Globally averaged, the atmospheric dynamics feedback is positive and amplifies the near-surface temperature response to climate change by an average of 8% in simulations with coupled models. A constraint related to the atmospheric mass budget results in the dynamics feedback being small on large scales relative to feedbacks associated with thermodynamic processes. Idealized-forcing simulations suggest that circulation changes at high latitudes are potentially more effective at influencing global temperature than circulation changes at low latitudes, and the implications for past and future climate change are discussed.

1. Introduction

The general circulation of the atmosphere is expected to change in a variety of ways as climate warms in response to CO₂-induced radiative forcing. Projected circulation responses include a widening of the Hadley circulation (Lu et al. 2007), a narrowing of the intertropical convergence zone (ITCZ) (Byrne and Schneider 2016b), a slowdown in the Walker circulation (Vecchi and Soden 2007), and a poleward shift of the midlatitude storm tracks (Yin 2005; Schneider et al. 2010). Regional climate change, including projected changes in the water cycle, is strongly dependent on these circulation responses (e.g., Seager et al. 2010; Scheff and Frierson 2012; Shepherd 2014; Byrne and O’Gorman 2015). Not only does the circulation affect regional climate, but it has also been suggested that global climate change may be amplified or dampened by the atmospheric circulation response via its effect on the planetary radiation budget (e.g., Pierrehumbert 1995); we refer to this effect as the “atmospheric dynamics feedback.”

Studies of how atmospheric circulation responses to global warming affect top-of-the-atmosphere (TOA) radiation and climate have largely focused on interactions between the tropical circulation and clouds (Lindzen et al. 2001; Bony et al. 2004; Wyant et al. 2006; Mauritsen and Stevens 2015; Bony et al. 2016). The “iris” hypothesis of Lindzen et al. (2001) argued that a decrease in the portion of the tropics covered by high clouds and a concurrent increase in low-cloud area under global warming is an important negative feedback on climate change. Pierrehumbert (1995) put forward a similar mechanism as a potential means of regulating tropical sea surface temperatures in warm climates of the past (e.g., the Eocene). The physics of this proposed negative feedback are intuitive and rely on differences in cloud-radiative effect between low-cloud and high-cloud regions. The shortwave and longwave cloud-radiative effects are defined conventionally as the differences between the clear-sky outgoing shortwave or longwave fluxes at TOA and the all-sky outgoing fluxes (Allan 2011). Specifically, the shortwave cloud-radiative
effect is $SW_{\text{clear}}^{\text{TOA}} \uparrow - SW_{\text{all}}^{\text{TOA}} \uparrow$, and the longwave cloud-radiative effect is $LW_{\text{clear}}^{\text{TOA}} \downarrow - LW_{\text{all}}^{\text{TOA}} \downarrow$, where SW and LW indicate the longwave and shortwave TOA fluxes, respectively, and $\uparrow$ denotes an upward flux. Low clouds have a negative cloud-radiative effect and cool Earth because they reflect incoming shortwave radiation while having only a weak longwave greenhouse effect. High clouds, on the other hand, typically have a small cloud-radiative effect because of a large cancellation between shortwave cooling and longwave warming (Ramanathan et al. 1989). Consequently, a decrease in the area of high clouds (with small cloud-radiative effect) and an increase in the area of strongly cooling low clouds under global warming is a possible negative feedback on climate change.

Although the validity of the original iris hypothesis proposed by Lindzen et al. (2001) has been strongly challenged (e.g., Fu et al. 2002), recent studies have revived interest in iris-type phenomena as potentially important feedbacks on climate change (Mauritsen and Stevens 2015; Bony et al. 2016; Cronin and Wing 2017). The suggestion that tropical convection will become more aggregated as sea surface temperatures increase (e.g., Wing and Emanuel 2014) has formed the conceptual basis for these so-called iris 2.0 studies. Convective aggregation is not typically simulated by global climate models, in which convection is parameterized out of necessity, but it has been put forward as a negative iris-type atmospheric dynamics feedback (Bony et al. 2016; Wing et al. 2017; Cronin and Wing 2017). Perhaps related to convective aggregation, a narrowing of tropical high-cloud regions (i.e., the ITCZ) relative to neighboring low-cloud regions under global warming has been observed over recent decades (Wodzicki and Rapp 2016) and further narrowing is expected as the climate continues to warm (Lau and Kim 2015; Byrne and Schneider 2016b). This ITCZ narrowing represents another potential iris effect. At higher latitudes, cloud feedbacks associated with shifts in the extratropical circulation have received considerable attention in recent years (Grise et al. 2013; Kay et al. 2014; Wall and Hartmann 2015), although climate models disagree on the magnitude and importance of these feedbacks (Ceppi et al. 2017).

The studies mentioned above focus on cloud feedbacks, but it is plausible that a reorganization of the atmospheric circulation could also affect the water vapor feedback by changing the spatial pattern and intensities of moisture convergence and divergence zones. More generally, atmospheric circulation changes can conceivably influence both the cloud-radiative effect and all-sky TOA radiative fluxes at all latitudes, but the magnitudes of these atmospheric dynamics feedbacks and their dependences on latitude are unknown. Are there latitudes at which climate feedbacks are dominated by large-scale circulation changes? How do these circulation changes contribute to global climate change? Can our emerging understanding of atmospheric dynamics in a changing climate be used to better constrain global climate sensitivity? Are low-latitude or high-latitude circulation changes more effective at changing global-mean surface temperature? Related to this latter question, a number of studies have shown that the spatial pattern of ocean heat uptake strongly affects the global temperature response (Armour et al. 2013; Rose et al. 2014; Rugenstein et al. 2016); that is, heat absorbed by the ocean at high latitudes has a stronger effect on global temperature than the same quantity of heat absorbed at low latitudes. Should such a latitudinal dependence also exist for the atmospheric dynamics feedback? It would have important implications for the ability of tropical iris-type mechanisms to regulate past and future climate change.

Here we use coupled climate models together with idealized simulations to assess how large-scale atmospheric circulation changes contribute to TOA radiative feedbacks and global climate change. We begin by outlining the method used to decompose dynamic versus thermodynamic influences on TOA radiation (section 2) before analyzing the atmospheric dynamics feedback in simulations with coupled models (section 3). Idealized simulations with stylized TOA radiative forcings are also performed to understand how circulation changes at different latitudes could influence global climate (section 4). We conclude by summarizing our results and discussing directions for future research (section 5).

2. Estimating the atmospheric dynamics feedback

a. CMIP5 simulations

We will investigate the role of the atmospheric circulation in controlling radiative feedbacks using simulations from phase 5 of the Coupled Model Intercomparison Project (CMIP5; Taylor et al. 2012). In particular, we analyze changes in TOA radiative fluxes for 27 models\(^1\) between preindustrial control runs (piControl) and runs

in which the CO₂ concentration is instantaneously quadrupled relative to preindustrial levels (abrupt4xCO₂). For both the piControl and abrupt4xCO₂ runs, we analyze 100 years of monthly-mean data. All-sky and clear-sky TOA radiative fluxes are defined as positive downward.

b. Dependence of top-of-the-atmosphere radiation on the atmospheric circulation

To estimate the radiative feedbacks associated with changes in the large-scale atmospheric circulation, we first decompose TOA radiative anomalies (e.g., due to changes in greenhouse gas concentrations) into dynamic, thermodynamic, and nonlinear components (where “nonlinear” here means the combined influence of changes in dynamic and thermodynamic processes onTOA radiation). To perform this decomposition, we follow Bony et al. (2004) in using the midtropospheric vertical velocity ω as an admittedly imperfect proxy for dynamical effects. That is, we decompose changes in TOA fluxes into those that are, and are not, associated with vertical velocity changes.

To estimate how changes in atmospheric circulation affect the TOA radiative response to an imposed forcing, we first construct discretized functions \( R_{\text{cloud}}(ω, φ) \) and \( R_{\text{all}}(ω, φ) \) at each latitude \( φ \), where \( R_{\text{cloud}}(ω, φ) \) is the cloud-radiative effect and \( R_{\text{all}}(ω, φ) \) is the all-sky TOA radiative flux, and both quantities are “binned” as a function of midtropospheric vertical velocity. The radiative fluxes and vertical velocities used in our analysis are all monthly-mean quantities. We also construct normalized area probability density functions (PDFs) for vertical velocity at each latitude, \( A(ω, φ) \). Note that \( R_{\text{cloud}}(ω, φ) \), \( R_{\text{all}}(ω, φ) \), and \( A(ω, φ) \) (and the radiative anomalies and feedbacks discussed below) are calculated for each CMIP5 model individually before being linearly interpolated to a common grid for the purpose of plotting multimodel means as a function of latitude. In this framework, the zonally averaged cloud-radiative effect or all-sky TOA flux \( \overline{R_{\text{cloud}}(φ)} \) or \( \overline{R_{\text{all}}(φ)} \) is the product of \( R_{\text{cloud}}(ω, φ) \) or \( R_{\text{all}}(ω, φ) \) with \( A(ω, φ) \) at latitude \( φ \) integrated over all vertical-velocity bins, which in continuous form are expressed as

\[
\overline{R_{\text{cloud}}(φ)} = \int_{-∞}^{∞} R_{\text{cloud}}(ω, φ) A(ω, φ) dω, \tag{1}
\]

\[
\overline{R_{\text{all}}(φ)} = \int_{-∞}^{∞} R_{\text{all}}(ω, φ) A(ω, φ) dω, \tag{2}
\]

where \( \overline{()} \) denotes an area-weighted integral over vertical velocity. The \( R_{\text{cloud}}(ω, φ) \), \( R_{\text{all}}(ω, φ) \), and \( A(ω, φ) \) functions for the piControl runs are constructed for each climatological month using 100 years of monthly-mean simulation data. These functions are then recalculated for each month and year in the abrupt4xCO₂ runs to quantify [using the decompositions (4) and (5) described below] how dynamic and thermodynamic processes contribute to the radiative feedbacks that determine Earth’s response to a quadrupling of CO₂.

The dependence of tropical cloud-radiative effect on vertical velocity (Fig. 1a) and the area PDF of vertical velocity (Fig. 1d) in one coupled climate model are similar to the observed functions [cf. Fig. 2 in Bony et al. (2004)]. Note that in Fig. 1, each quantity has been averaged from \( φ = -30° \) to \( 30° \) with area weighting. Between ascending \( (ω < 0) \) and weakly descending \( (ω > 0) \) regions, the longwave and shortwave cloud-radiative effects vary approximately linearly with midtropospheric vertical velocity (Fig. 1a). For the longwave cloud-radiative effect, the positive (i.e., heating) values in strongly ascending regions such as the ITCZ reflect cold, high-altitude cloud tops and large cloud fractions, which together produce a strong greenhouse effect. The decreasing longwave cloud-radiative effect with increasing \( ω \) (i.e., weaker upward motion) is due to cloud-top altitudes and cloud fractions declining for weaker ascent regimes. For the shortwave cloud-radiative effect (Fig. 1a), the reduced cooling as ascending motion weakens is a result of decreasing cloud fractions and less shortwave reflection to space. The relative insensitivity of the longwave and shortwave cloud-radiative effects to changes in vertical velocity in strongly descending regions is likely due to cloud-masking effects (Soden et al. 2004). It shows that the altitude and fraction of low clouds in such regions no longer depend strongly on midtropospheric vertical velocity (Bony et al. 2004).

Although we would not necessarily expect the dependence of clear-sky radiative fluxes on vertical velocity to be as strong as that found for the cloud-radiative effect, it is plausible that regions of low-level convergence would be moister than regions of divergence, which would have a signature in the clear-sky radiative flux and contribute to an all-sky flux dependence on vertical velocity. Indeed, tropical ascending regions are observed to have smaller clear-sky longwave cooling relative to descending regions (Bony et al. 1997); this clear-sky flux dependence on vertical velocity is at least qualitatively captured by climate models (Fig. 1b). There is also a simulated dependence of clear-sky shortwave radiation on vertical velocity (Fig. 1b), with regions of descent generally having a larger outgoing shortwave flux and a stronger longwave radiative cooling (presumably because the atmosphere
in these descending regions is dry and consequently absorbs less shortwave radiation, e.g., above deserts such as the Sahara). The influences of vertical velocity on clear-sky fluxes and on the cloud-radiative effect combine to produce a strong dependence of all-sky fluxes on vertical velocity, particularly the longwave fluxes (Fig. 1c). Figure 1 shows the relationships of cloud-radiative effect, clear-sky fluxes, and all-sky fluxes to vertical velocity for one climate model, but these relationships are qualitatively similar for the other 26 models analyzed (not shown).

The area PDF of vertical velocity in a climate model shows a skewed distribution in the tropics (Fig. 1d), with a large area covered by slow-moving descending air masses—the so-called radiator fin regions where longwave cooling is strong (Pierrehumbert 1995). The area PDF has a relatively small ascent region with a larger variance in vertical velocity compared to the descent region (Fig. 1d) and is qualitatively similar to a PDF calculated using reanalysis data (Bony et al. 2004).

c. Dynamic/thermodynamic decomposition of changes in top-of-the-atmosphere radiation

Our objective is to identify the roles of dynamic versus thermodynamic processes in controlling the response of TOA radiation to an imposed 4 × CO2 forcing; that is, we want to estimate the atmospheric dynamics and thermodynamics feedbacks. Consequently, before applying the decomposition method of Bony et al. (2004), we first need to estimate and remove the component of the TOA radiative anomalies associated with the imposed forcing. To do this, we consider a linearization of the TOA radiation budget that is typically invoked to describe global climate change (e.g., Armour et al. 2013):

\[ [\delta R_{\text{all}}]^g = [F]^g + [\lambda_{\text{all}}]^g[\delta T]^g, \]  

where \( \delta R_{\text{all}} \) denotes the all-sky TOA radiative imbalance (or anomaly) in units of W m\(^{-2}\), \( F \) is the imposed radiative forcing (W m\(^{-2}\)), \( \lambda_{\text{all}} \) is the all-sky feedback parameter (W m\(^{-2}\) K\(^{-1}\)), \( \delta T \) is the surface-air temperature response (K), \( \delta \) indicates an anomaly (or change) between the piControl and abrupt4xCO2 runs, and \([\cdot]^g\) denotes a global average. The all-sky feedback parameter quantifies the efficiency with which the Earth
system equilibrates a radiative forcing. In this linear framework, the radiative response of the climate system to the imposed forcing is obtained by subtracting the forcing from the total TOA radiative anomaly, that is, 
\[ \delta R_{\text{all}}^\text{agg} = \delta R_{\text{all}}^\text{agg}([F]) \] where \( \delta R_{\text{all}}^{\text{agg}} \) is defined to be the all-sky radiative response.

The dynamic components of the 1) all-sky radiative response or 2) changes in cloud-radiative effect are identified as the TOA radiative anomalies induced by changes in \( A(\omega, \phi) \) for fixed \( R_{\text{all}}(\omega, \phi) \) or for fixed \( R_{\text{cloud}}(\omega, \phi) \), respectively. The decompositions are expressed mathematically as shown:

\[
\delta R_{\text{all}}(\phi) = \int_{-\infty}^{\infty} R_{\text{all}}(\omega, \phi) \delta A(\omega, \phi) d\omega + \int_{-\infty}^{\infty} \delta R_{\text{all}}(\omega, \phi) - F(\phi) A(\omega, \phi) d\omega + \int_{-\infty}^{\infty} \delta R_{\text{all}}(\omega, \phi) - F(\phi) \delta A(\omega, \phi) d\omega ,
\]

\[
\delta R_{\text{cloud}}(\phi) = \int_{-\infty}^{\infty} R_{\text{cloud}}(\omega, \phi) \delta A(\omega, \phi) d\omega + \int_{-\infty}^{\infty} \delta R_{\text{cloud}}(\omega, \phi) A(\omega, \phi) d\omega + \int_{-\infty}^{\infty} \delta R_{\text{cloud}}(\omega, \phi) \delta A(\omega, \phi) d\omega ,
\]

where \( \delta R_{\text{all}}(\phi) \) is the total (shortwave + longwave) all-sky radiative response at latitude \( \phi \) averaged over all vertical velocities with area weighting (note that the forcing is removed on the right-hand side), \( \delta R_{\text{cloud}}(\phi) \) is the change in cloud-radiative effect, and \( F(\phi) \) is the diagnosed radiative forcing (see section 2d for details regarding the calculation of the forcing), and \( \delta A(\omega, \phi) \) is the change in the normalized area PDF of vertical velocity. The anomalies \( \delta R_{\text{all}}(\phi) \) and \( \delta R_{\text{cloud}}(\phi) \) are calculated by evaluating the changes in radiative fluxes in each of the first 100 years of the abrupt4xCO2 simulations relative to the climatological fluxes from the piControl simulations. By construction, the decompositions (4) and (5) match the simulated all-sky radiative responses and changes in cloud-radiative effects very accurately (not shown).

In general, the dynamic components of (4) and (5) could be due to changes in the areas occupied by ascending versus descending air (e.g., a narrowing of the ITCZ), strengthening/weakening of the circulations within the ascending and descending regimes (e.g., a slowdown of the Walker circulation), or spatial shifts in circulation features (e.g., a poleward movement of the storm track). It should be noted that dynamic processes, for example lower-tropospheric mixing or convective mass fluxes, that might be decoupled from midtropospheric vertical velocity or that are not explicitly resolved by global climate models, do not form part of what we define as the (large scale) dynamic components and are instead included in the thermodynamic components (Wyant et al. 2006). The thermodynamic components represent the portion of the all-sky radiative response or the change in cloud-radiative effect that would occur if the atmospheric circulation did not change [i.e., for fixed \( A(\omega, \phi) \)] and include effects such as changes in cloud optical depth and increases in water vapor concentration that accompany a warming atmosphere. The nonlinear component represents the combined effect of changes in dynamic and thermodynamic processes. We apply this decomposition not only to changes in the cloud-radiative effect as in Bony et al. (2004), but also to the all-sky radiative response.

Our method of evaluating (4) and (5) differs from that of Bony et al. (2004) in a number of respects. First, we perform the decomposition over the whole globe, not only for tropical regions, and construct the \( R_{\text{all}}(\omega, \phi) \) and \( R_{\text{cloud}}(\omega, \phi) \) functions and the area PDFs using a vertically averaged vertical velocity between 400 and 500 hPa (our results are qualitatively similar when we average vertical velocity over the full atmosphere). Second, to understand how circulation changes at different latitudes contribute to the atmospheric dynamics feedback, we perform the decomposition at each latitude individually rather than over a large region. If the cloud-radiative effect and all-sky radiative flux were solely functions of vertical velocity, then it would be possible to construct \( R_{\text{all}} \) and \( R_{\text{cloud}} \) using global data and then trace back to latitude to understand the influence of circulation changes in different regions on TOA radiation. However, TOA radiation depends not only on vertical velocity but also on temperature, relative humidity, solar zenith angle, surface albedo, and other factors. Consequently, building \( R_{\text{all}} \) and \( R_{\text{cloud}} \) functions using global data and then using these functions to determine dynamics and thermodynamics feedbacks at a particular latitude is not possible as the local TOA radiation budget does not close.

When performing the decompositions (4) and (5), the vertical-velocity limits of \( R_{\text{all}}(\omega, \phi) \), \( R_{\text{cloud}}(\omega, \phi) \), and
$A(\omega, \phi)$ are specified to be the maximum and minimum values of the vertically averaged vertical velocity at each latitude, and we use 21 equally spaced vertical-velocity “bins.” If there are bins that are empty when constructing $R_{\text{all}}(\omega, \phi)$, $R_{\text{cloud}}(\omega, \phi)$, and $A(\omega, \phi)$, we use linearly interpolated forms of these functions for which the missing values are filled in when calculating the various terms in (4) and (5). We now use these decompositions to estimate the climate feedbacks associated with dynamic and thermodynamic processes.

d. Feedback calculation

We define the dynamics, thermodynamics, and nonlinear all-sky and cloud feedbacks at each latitude to be the respective components of the all-sky radiative response [(4)] or changes in cloud-radiative effect [(5)] at that latitude normalized by the global-mean surface-air temperature change (feedbacks are conventionally defined in climate science as TOA radiative responses normalized by the surface temperature change; e.g., Rose and Rayborn 2016):

$$
\lambda_{\text{all}}(\phi) = \lambda_{\text{all}}^{\text{dy}}(\phi) + \lambda_{\text{all}}^{\text{th}}(\phi) + \lambda_{\text{all}}^{\text{nl}}(\phi),
$$

$$
\lambda_{\text{cloud}}(\phi) = \lambda_{\text{cloud}}^{\text{dy}}(\phi) + \lambda_{\text{cloud}}^{\text{th}}(\phi) + \lambda_{\text{cloud}}^{\text{nl}}(\phi),
$$

where $\lambda_{\text{all}}$ is the all-sky feedback, $\lambda_{\text{cloud}}$ is the cloud feedback, and the labels “dy,” “th,” and “nl” denote the dynamic, thermodynamic, and nonlinear components of each feedback, respectively. Our focus in this study is the atmospheric dynamics feedback, which we define to be the $\lambda_{\text{all}}^{\text{dy}}(\phi)$ component; we will also discuss the nonlinear component of the cloud feedback, $\lambda_{\text{cloud}}^{\text{nl}}(\phi)$. The global average of the all-sky feedback is simply the global feedback parameter defined in (3). The various components of the all-sky [(6)] and cloud feedbacks [(7)] are estimated for each climate model individually using ordinary least squares regressions of the dynamic, thermodynamic, and nonlinear components of $\delta R_{\text{all}}(\phi)$ and $\delta R_{\text{cloud}}(\phi)$ versus global-mean surface-air temperature changes following CO$_2$ quadrupling (all anomalies in these regressions are with respect to the 100-yr climatological averages from the piControl runs). The intercepts of the regressions of $\delta R_{\text{all}}(\phi)$ versus global-mean surface-air temperature at each latitude are defined as the “adjusted” radiative forcings, $F(\phi)$ (Andrews et al. 2012). We use 100 years of simulation data following CO$_2$ quadrupling in these regressions and note that this method includes rapid climate adjustments as part of the climate feedback. In the next section, we will compare the influences of rapid circulation adjustments versus slower, temperature-mediated adjustments on the radiative response.

3. Atmospheric dynamics feedback in coupled climate models

a. Feedbacks versus latitude

The multimodel-mean all-sky and cloud feedbacks in the abrupt4xCO2 simulations are plotted in Fig. 2, along with the thermodynamic, dynamic, and nonlinear components of these feedbacks. The nonlinear component is substantially smaller than the dynamic component so for simplicity we will mostly show the sum of the dynamic and nonlinear components rather than each individually (a discussion of the factors controlling the magnitude of the nonlinear component is provided later in this section).

1) ALL-SKY AND CLOUD FEEDBACKS

As expected, the total all-sky feedback is negative (i.e., decreasing net downward radiation at TOA as climate warms) at all latitudes (Fig. 2a). The thermodynamic component typically dominates the all-sky feedback but the dynamic component is substantial in the tropics, where its magnitude is up to half of the magnitude of the thermodynamics feedback. Changes in large-scale circulation produce a positive dynamics feedback close to the equator (the opposite of a negative iris feedback) and contribute $+0.5 \text{ W m}^{-2} \text{ K}^{-1}$ global warming to the TOA imbalance in that region. The positive all-sky dynamics feedback in the deep tropics is a result of cloud (Fig. 2b) and clear-sky feedbacks (not shown) and extends into the Southern Hemisphere subtropics, although the magnitude is smaller than in the deep tropics. In the Northern Hemisphere subtropics, the dynamics feedback is more complex, with a positive–negative dipole between 10° and 30°N (Fig. 2a).

The latitudinal structure of the dynamics feedback broadly reflects changes in midtropospheric vertical velocity (Fig. 3): A strengthening of ascent in the core of the ITCZ under global warming intensifies moisture convergence in that region, which increases atmospheric water vapor and enhances the longwave greenhouse effect (Figs. 4a,b). These positive longwave all-sky and cloud feedbacks in the ITCZ are caused by strengthening ascent and moisture convergence in that region, which increases atmospheric water vapor and enhances the longwave greenhouse effect (Figs. 4a,b). These positive longwave all-sky and cloud feedbacks in the ITCZ are caused by strengthening ascent and moisture convergence in the middle of the ITCZ with warming (Byrne and Schneider 2016b) and an upward shift in the altitude of high clouds (Zelinka et al. 2012), which together produce a large and positive dynamics feedback on the equator (Fig. 2a). The extent to which this dynamical longwave cloud feedback is consistent with the fixed anvil temperature (FAT) hypothesis of Hartmann and Larson (2002) is a topic for future work. The all-sky longwave feedback in the core of the ITCZ is counteracted somewhat by a smaller negative shortwave feedback (Fig. 4a). This
shortwave feedback is predominantly associated with cloud processes (Fig. 4b) and points to increases in cloud fraction, thickness, and albedo in the core of the ITCZ because of the strengthening and narrowing of the ascent in that region; this pattern of tropical circulation changes has been termed the “deep-tropics squeeze” (Lau and Kim 2015).

Moving from the core of the ITCZ to its equatorward flanks and into the subtropics, the longwave and shortwave components of the dynamics feedback change signs and tend to largely cancel one another (Fig. 4). The weakening of ascending motion on the equatorward flanks of the climatological ITCZ following CO₂ quadrupling (Fig. 3) causes reduced moisture convergence in those regions and negative longwave clear-sky and cloud feedbacks; changes in free-tropospheric clouds associated with a narrowing of the ITCZ are also likely to contribute to this negative longwave feedback. The longwave feedbacks are mostly cancelled by positive shortwave feedbacks at the edges of the ITCZ and in the subtropics, and these shortwave components are also dominated by cloud feedbacks (Fig. 4b). The positive shortwave cloud feedback in this region reflects a decrease in the amount of shallow marine cloud with global warming (Bony and Dufresne 2005), although the physical processes driving these changes in low-cloud amount are neither well understood nor well represented in global climate models (Ceppi et al. 2017). Because of the strong cancellation between longwave and shortwave feedbacks on the equatorward flanks of the ITCZ and in the subtropics, the overall all-sky dynamics feedback in this region is smaller than in the core of the ITCZ (Fig. 4a).

2) FAST VERSUS SLOW DYNAMIC RESPONSES

Cloud-radiative feedbacks are typically divided into “cloud adjustments,” which emerge rapidly in response to a radiative forcing, and surface temperature-mediated changes, which evolve slowly as the climate warms (Andrews et al. 2012; Kamae et al. 2015). The dynamic components of \( \delta R^{all}(\phi) \) and \( \delta R^{cloud}(\phi) \) also have fast and slow components (Figs. 5a,c). Poleward of approximately 30°, the dynamic components are very similar in the first year (“fast”) and averaged over years 91–100 (“slow”) following the quadrupling of CO₂. Equatorward of 30°, however, there are considerable differences between the fast and slow dynamic responses. In the deep tropics, close to the equator, both the all-sky (Fig. 5a) and cloud-radiative dynamic responses (Fig. 5c) are strongly positive (warming) 91–100 years after CO₂ quadrupling but are much smaller and negative in the first year. This slow response is consistent with the ascent at the core of the ITCZ intensifying considerably between the two time periods analyzed (not shown). The thermodynamic components of \( \delta R^{all}(\phi) \) and \( \delta R^{cloud}(\phi) \) emerge much more slowly (Figs. 5b,d), as expected by definition of the thermodynamic components as being controlled by temperature changes.

The vertically integrated atmospheric moist static energy (MSE) budget can be used diagnostically to understand the physical processes influencing tropical vertical velocity (Byrne and Schneider 2016a). Changes in the net energy input to the atmosphere (e.g., through TOA radiative anomalies) influence the MSE budget and consequently vertical velocity, and can be a fast response to CO₂ forcing. On the other hand, poleward transport of MSE by large-scale mean advection and transient eddies also affects tropical vertical velocity and depends fundamentally on meridional MSE gradients (Byrne and Schneider 2016a); these gradients would be expected to evolve slowly in
response to CO₂ forcing as sea surface temperatures increase. It is unclear why the dynamic components of changes in cloud-radiative effect \( \delta R_{\text{cloud}}(\phi) \) and all-sky radiative response \( \delta R_{\text{all}}(\phi) \) evolve on different time scales at low and high latitudes [Ceppi et al. (2018) find a similar latitudinal dependence of time scales]; this is a topic for future work. The different circulation-response time scales at different latitudes will be shown later to influence the global feedback parameter and the response of the Earth system to CO₂ forcing.

Finally, there is only a weak correlation across CMIP5 models between the globally averaged fast and slow dynamic components of the all-sky radiative response \( r = 0.38 \). This weak relationship casts doubt on the feasibility of using the fast component to understand the long-term influence of changes in atmospheric circulation on TOA radiation. This contrasts with the fast and slow responses of tropical precipitation changes, which have been shown to be strongly determined by the fast circulation response (Bony et al. 2013).

3) “AREA” AND “MIX” COMPONENTS OF THE DYNAMICS FEEDBACK

In an influential paper on the energetics of tropical climate, Pierrehumbert (1995) used a simple two-box model to argue that “the warm pool sea surface temperature is very sensitive to […] the relative area of the dry versus convective regions.” Expressed in an equivalent way, Pierrehumbert (1995) was suggesting that the ratio of the areas of tropical ascent versus descent regions is an important controller of tropical climate. A widening of the Hadley circulation and a narrowing of the ITCZ are expected to occur as climate warms, resulting in a decrease in the area of tropical ascent relative to the area of tropical descent (Byrne and Schneider 2016b). We have calculated the total dynamics feedback, but it is also of interest to isolate the portion of this feedback that is due to a change in the up/down area ratio (e.g., due to ITCZ narrowing) and the portion that is due to strengthening/weakening of the circulation within the distinct ascent and descent regimes (e.g., due to a slowdown of the Walker circulation).

We decompose each of the all-sky and cloud dynamics feedbacks, \( \lambda_{\text{all}}(\phi) \) and \( \lambda_{\text{cloud}}(\phi) \), into two parts: The first part, the “area component” \( \lambda_{\text{area}}(\phi) \), corresponds to changes in the up-down area ratio and the second part, the “mix component” \( \lambda_{\text{mix}}(\phi) \), corresponds to changes in the vertical-velocity distribution within the ascent and descent regimes. The two components of the all-sky dynamics feedback are expressed mathematically as follows:
where $\langle \rangle$ indicates an average over all ascent regimes, $\langle \rangle_d$ is an average over all descent regimes, and $\langle\delta T\rangle^g$ is the global-mean surface-air temperature change as before. The dynamic component of the cloud feedback is decomposed into area and mix components in a similar way. Applying the decomposition (8) to the dynamics feedback (and estimating the area and mix components using least squares regression, as discussed above), we find that the area and mix components both contribute to the all-sky and cloud dynamics feedbacks (Fig. 6). For the all-sky feedback, the area and mix components are both positive in the deep tropics (Fig. 6a) and contribute approximately equally to the strong positive dynamics feedback in that region. These positive contributions to the dynamics feedback in the deep tropics are a result of a strengthening of upward motion within ascending regions (mix component) and small increases in the ascending area within the ITCZ (area component). On the equatorward flanks of the ITCZ, the area component is a weak negative feedback reflecting atmospheric drying and reduced shortwave absorption and longwave greenhouse effect due to the narrowing of the ITCZ. Both the area and mix components decay in magnitude moving away from the equator. Interestingly, the mix component dominates the dynamic component of the cloud feedback (Fig. 6b).

Overall, the influence of changes in the tropical up/down area ratio on climate feedbacks is weak compared to the influence of thermodynamic processes (cf. Fig. 2). This result contrasts with the findings of Pierrehumbert (1995) based on a simple two-box model of the tropical climate, and casts doubt on the ability of changes in the widths of the ITCZ or Hadley circulation to strongly influence global climates of the past or the future.
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We found that the nonlinear components of the radiative feedbacks are small relative to the dynamic and thermodynamic components (Fig. 2). However, it is interesting to consider the factors controlling the magnitudes of these nonlinear terms. To gain insight into the nonlinear components of the all-sky and cloud feedbacks ([6] and [7]), it is instructive to assume the relationship between TOA radiation and vertical velocity is linear, namely $R(v) = a + bv$ (here for convenience $R$ represents either $R_{\text{all}}$ or $R_{\text{cloud}}$). The assumption of linearity is reasonable in climate models over the majority of tropical vertical-velocity regimes for both the cloud-radiative effect (Fig. 1a) and clear-sky fluxes (Fig. 1b). Taking the definitions of the dynamic and nonlinear components of the all-sky radiative response ([4]) or changes in cloud-radiative effect ([5]), substituting in $R(\omega) = a + b\omega$, and rearranging, the ratio of the nonlinear component to the dynamic component can be shown to be equal to $\delta b/h$, where $\delta b$ in this case denotes the change in the slope of the linear fit to $R(\omega)$ between the piControl and abrupt4xCO2 runs. For the cloud-radiative effect, $\delta b/h \approx -20\%$ meaning that the sensitivity of the cloud-radiative effect to changes in midtropospheric vertical velocity decreases by 20% under global warming in the simulations analyzed here. This weakening of the relationship between vertical velocity and cloud-radiative effect as the climate warms could be a result of cloud-masking effects associated with rising CO2 and water vapor concentrations in the atmosphere, and it also suggests that midtropospheric vertical velocity alone is not a good predictor of cloud changes. Our simple analysis suggests that the nonlinear component of changes in cloud-radiative effect (or the nonlinear component of the all-sky radiative response) is approximately 20% of the magnitude of the dynamic component, which roughly matches the nonlinear feedbacks calculated explicitly using the decompositions ([6] and [7]) (cf. Fig. 2).

b. Global atmospheric dynamics feedback

Averaged over all latitudes, TOA radiative anomalies induced by CO2 quadrupling are mostly a result of thermodynamic processes (see the results for one representative climate model in Fig. 7). Although the atmospheric dynamics feedback is relatively important at low latitudes (Fig. 2a), there is a large degree of cancellation between positive and negative dynamics feedbacks when the global average is calculated. In what follows, we explain why the atmospheric dynamics feedback is small when averaged over large regions.
1) MASS BUDGET CONSTRAINT

That the global atmospheric dynamics feedback is small is perhaps not surprising when the constraint of the atmospheric mass budget is taken into account. Within a region that has a negligible net atmospheric mass flux across its lateral boundaries, such as the globe or the region occupied by the Hadley circulation, the steady-state atmospheric mass budget can be expressed as

$$\int_{-\infty}^{0} \omega A(\omega) d\omega = - \int_{0}^{\infty} \omega A(\omega) d\omega,$$

(9)

where $A(\omega)$ here is the normalized area PDF of vertical velocity defined for the specified region (e.g., the globe). Expression (9) stipulates that in the steady-state atmosphere, the area of upward motion multiplied by the average upward velocity is equal to the area of downward motion multiplied by the average downward velocity. We now illustrate how this mass budget places a strong constraint on the ability of changes in the atmospheric circulation to influence global TOA radiation and climate.

As in our discussion of the nonlinear component above, a useful starting point is to assume the dependence of TOA radiation (either the all-sky radiative response or the cloud-radiative effect) on midtropospheric vertical velocity is linear [i.e., $R(\omega) = a + b\omega$]. Linearity is not an unreasonable assumption for climate models, at least for tropical vertical-velocity regimes with a heavy area weighting (Fig. 1). The linearity assumption is also supported by satellite observations of the cloud-radiative effect (Wyant et al. 2006). Using this assumption, the dynamic components of (4) or (5) are given by

$$\int_{-\infty}^{\infty} R(\omega) \delta A(\omega) d\omega = a \int_{-\infty}^{\infty} \delta A(\omega) d\omega + b \int_{-\infty}^{\infty} \omega \delta A(\omega) d\omega.$$  

By construction of normalized area PDFs, $\int_{-\infty}^{\infty} \delta A(\omega) d\omega = 0$, and from the atmospheric mass budget (9) it follows that $\int_{-\infty}^{\infty} \omega \delta A(\omega) d\omega = 0$. Consequently, for a strictly linear relationship between TOA radiation and vertical velocity, the impact of changes in atmospheric circulation on TOA radiative anomalies averaged over a closed-mass region is expected to be zero. A slightly modified argument can be used to show that the nonlinear components of (4) and (5) are also zero for linear $R(\omega)$. The implications of a linear $R(\omega)$ for the dynamic component of changes in cloud-radiative effect have been discussed previously by Wyant et al. (2006).

2) EFFECT ON GLOBAL CLIMATE CHANGE

Although small in magnitude, the globally averaged atmospheric dynamics feedback nevertheless has an influence on the climate response to CO$_2$ quadrupling (Figs. 7 and 8). For the equilibrium climate response (ECR), defined here as the equilibrium change in near-surface temperature following CO$_2$ quadrupling calculated using the regression method of Gregory et al. (2004), the dynamics feedback marginally increases the surface warming (Figs. 7 and 8a)—the multimodel-mean ECR is approximately 0.5K larger than that predicted by the thermodynamics feedback alone (0.5K corresponds to 8% of the multimodel-mean ECR in these simulations). Interestingly, the global dynamics feedback is robustly positive across CMIP5 models (Fig. 8). This contrasts with the hypothesis that tropical circulation changes may be a negative iris-type feedback on climate change (e.g., Lindzen et al. 2001). Despite being a small and positive feedback on climate change, there is no correlation between the all-sky dynamics feedback (globally averaged) and ECR, indicating that differences in atmospheric circulation responses across models cannot be used to explain intermodel spread in ECR. In contrast, there is a strong correlation of $r = 0.83$ between the thermodynamics feedbacks and ECRs across models.
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The global feedback parameter, or the slope of the linear regression of the all-sky radiative response versus near-surface temperature anomalies, describes the efficiency with which the Earth system equilibrates a radiative forcing. The feedback parameter is the sum of all the individual feedback processes (e.g., water vapor, cloud, lapse rate) and is typically negative, meaning that the net downward flux of radiation at TOA decreases as the surface temperature increases during equilibration. The atmospheric dynamics feedback robustly makes the global feedback parameter less negative (Figs. 7 and 8b), implying that the Earth system is less efficient at eliminating a TOA forcing because of circulation changes. This reduction in the magnitude of the feedback parameter is consistent with the all-sky radiative response associated with circulation changes becoming less negative over time following CO2 quantification. The atmospheric dynamics feedback robustly makes the global feedback parameter less negative (Figs. 5a and 7).

The climate models examined here are unable to simulate processes such as convective aggregation that have been put forward as potentially important influencers of global climate (Bony et al. 2016). Furthermore, climate models struggle to accurately simulate clouds (Pincus et al. 2008), and it is plausible that important nonlinearities in the $R_{\text{all}}(\omega, \phi)$ and $R_{\text{cloud}}(\omega, \phi)$ relationships, not captured by climate models, could lead to dynamics feedbacks that are substantially nonzero on global scales. In the next section we will use an idealized GCM with prescribed TOA forcings to investigate how large atmospheric dynamics forcings, potentially induced by the effects mentioned above but not simulated by the current generation of climate models, could influence global climate.

4. Effectiveness of high- versus low-latitude dynamics feedbacks

a. Idealized forcing simulations

We use a moist idealized GCM perturbed by stylized TOA longwave forcing profiles to investigate in a general way how the latitudinal structure of the atmospheric dynamics feedback could impact global climate. Simulations are performed using the slab-ocean aquaplanet GCM of O’Gorman and Schneider (2008), which is based upon the model of Frierson et al. (2006) and Frierson (2007). The GCM is run at a horizontal spectral resolution of T42 with 10 vertical levels and the surface heat capacity is equivalent to 1 m of liquid water. The model uses a simplified two-stream gray radiation scheme with a prescribed longwave optical thickness; shortwave fluxes are specified as a function of latitude and longitude [see O’Gorman and Schneider (2008) for full details of the radiation scheme]. It is important to note that this model does not simulate water vapor or cloud feedbacks.

We perform a control simulation (without TOA longwave forcing) that has a climate roughly similar to that of present-day Earth, along with three perturbed simulations with prescribed longwave forcings (Fig. 9a): a tropical forcing from $\phi = -30^\circ$ to $30^\circ$ and an extratropical forcing ($\phi = -90^\circ$ to $-30^\circ$ and $\phi = 30^\circ$ to $90^\circ$), both with a global-mean forcing of $4 \text{ W m}^{-2}$, and a global wave forcing with a maximum amplitude of $4 \text{ W m}^{-2}$ and a global mean of $0 \text{ W m}^{-2}$. Each forcing has a $\cos 3\phi$ dependence on latitude and is invariant with longitude. To prescribe the TOA longwave forcings, we simply impose longwave radiative fluxes (positive downward) at the top level of the model with patterns as shown in Fig. 9a. Each simulation is spun up for 1000 days with averages taken over the subsequent 2000 days. The magnitudes of the stylized forcings are considerably larger than what we have calculated for the dynamic component of the all-sky radiative response in the fully coupled simulations (cf. Fig. 5), and the latitudinal structures imposed here are also highly idealized. However, our objective is to understand the effectiveness of high-latitude versus low-latitude TOA anomalies (due to changes in atmospheric circulation) in changing global climate, and for this purpose using an idealized GCM and stylized forcings is an appropriate first step.

b. Surface temperature responses

Although the tropical and extratropical forcings have equal magnitudes in the global mean, they induce strikingly different surface temperature responses (Fig. 9b). The global temperature response to extratropical forcing ($1 \text{ K}$) is greater than twice the magnitude of the response to tropical forcing ($0.4 \text{ K}$). This stronger sensitivity of climate to extratropical versus tropical forcing has also been shown for surface forcings (Rose et al. 2014; Rugenstein et al. 2016)—ocean heat uptake at high latitudes cools the climate more efficiently than the same heat uptake at low latitudes. The difference in temperature responses between low- and high-latitude forcings (a factor of approximately 2) found in our idealized simulations is somewhat smaller than for full-physics simulations forced by ocean heat uptake patterns (a factor of approximately 3–4; Rose et al. 2014). The enhanced contrast in global temperature responses for high- versus low-latitude forcings in full-physics simulations (Rose et al. 2014) relative to the idealized simulations is due to the full-physics simulations including water vapor and cloud feedbacks, which further strengthen differences in the forcing responses. To further emphasize how the
latitudinal pattern of TOA forcing influences global temperature, the global-wave forcing has a global-mean magnitude of zero (Fig. 9a) and yet induces a surface temperature cooling of 0.2 K. That the global-mean temperature can change in response to a forcing with latitudinal structure but zero global mean has been shown in previous studies (e.g., Rose and Ferreira 2013; Rose and Rencurrel 2016).

The physical mechanisms leading to the enhanced global climate response to high-latitude versus low-latitude forcings have received considerable attention (e.g., Hansen et al. 1997; Langen and Alexeev 2007; Lu and Cai 2010; Pithan and Mauritsen 2014; Rose et al. 2014; Roe et al. 2015). Fundamentally, the contrasting temperature responses are driven by different sensitivities of poleward atmospheric energy transport to high- and low-latitude temperature perturbations, as well as latitudinal variations in local radiative feedbacks [see Rose et al. (2014) for an insightful discussion of this topic]. Consequently, although the idealized GCM used here omits a variety of processes which might be expected to change the magnitude of the climate response to TOA forcing (e.g., water vapor and ice albedo feedbacks), we believe the larger climate sensitivity to high-latitude forcing is a robust result that is grounded in well-established physical mechanisms. It should be noted that despite global surface temperature being more sensitive to a 1 W m$^{-2}$ forcing prescribed at high latitudes versus at low latitudes, the equilibrium climate sensitivity in CMIP5 models and its intermodel spread is dominated by tropical forcings and feedbacks because the tropics makes up a large fraction of Earth’s total area and because cloud feedbacks are more uncertain across models in the tropics than at higher latitudes (Vial et al. 2013).

The idealized simulations discussed in this section have important implications for the atmospheric dynamics feedback. Although the influence of circulation changes on Earth’s global radiative balance is constrained to be weak as discussed above, the effect of circulation changes on the TOA radiative response at different latitudes is nonnegligible (Fig. 2a), and the global temperature response to circulation changes is likely to depend on this latitudinal structure. Furthermore, discussions of how the atmospheric circulation response might mitigate climate change have focused largely on tropical iris-type mechanisms (e.g., Pierrehumbert 1995; Lindzen et al. 2001; Mauritsen and Stevens 2015; Bony et al. 2016). However, based on the idealized simulations presented here, a 10 W m$^{-2}$ tropical TOA forcing would be needed to change global temperature by 1 K, as discussed above). Our analysis of the influence of atmospheric dynamics on TOA radiation in CMIP5 models suggests a circulation-induced tropical TOA radiative anomaly of no greater than 1–2 W m$^{-2}$ under CO$_2$ quadrupling (Fig. 5a), which would have only a minor influence on global temperature. Furthermore, an observational analysis shows that convective aggregation also has only a weak influence on TOA radiation (on the order of 1 W m$^{-2}$; Tobin et al. 2012). Consequently, we argue that the relative insensitivity of global temperature to tropical TOA perturbations, combined with these perturbations due to changes in the atmospheric circulation being constrained to be small on large scales, means that tropical iris-type mechanisms are unlikely to exert a substantial influence on past or future climate change.

5. Summary and discussion

The response of the atmospheric circulation to radiative forcing, via its influence on clouds and water vapor,
has been put forward as a potentially important negative feedback on climate change (Lindzen et al. 2001). Here, using a method based on that of Bony et al. (2004), we have calculated for the first time the atmospheric dynamics feedback at each latitude in a range of climate models subjected to an abrupt CO$_2$ quadrupling. For the all-sky feedback, the dynamic component is generally smaller than the thermodynamic component, although it is not entirely negligible, particularly in the tropics, where it is positive with a magnitude of approximately 0.5 W m$^{-2}$ K$^{-1}$. For the cloud feedback, the dynamic component is comparable to the thermodynamic component close to the equator. The latitudinal pattern of the dynamics feedback reflects previously identified changes in the tropical circulation under global warming including enhanced ascent in the core of the ITCZ and a narrowing of this convergence zone. This coupling between radiation and circulation emphasizes the necessity of understanding the sensitivity of large-scale atmospheric dynamics to climate change in order to fully understand climate feedbacks at low latitudes.

At individual latitudes in the tropics, the atmospheric dynamics feedback is comparable to the thermodynamics feedback. However, a large degree of cancellation between positive and negative dynamics feedbacks at different latitudes results in the thermodynamic component dominating the global climate response. That the global-mean atmospheric dynamics feedback is small is shown to be a consequence of 1) the steady-state atmospheric mass budget and 2) approximately linear relationships between midtropospheric vertical velocity and the cloud-radiative effect and all-sky fluxes, although these relationships between vertical velocity and radiation require further investigation in high-resolution simulations that permit clouds and explicitly simulate convection. This atmospheric mass constraint on the dynamics feedback raises doubts regarding the ability of iris-type mechanisms (e.g., convective aggregation) to limit future climate change.

Although the global radiative anomalies induced by circulation changes are small relative to anomalies induced by thermodynamic processes (e.g., temperature-driven changes in water vapor), they do affect the climate response to CO$_2$ quadrupling. Circulation changes are a positive feedback on global climate change (in contrast to iris-type negative feedbacks) and make the Earth system less efficient at equilibrating an imposed radiative forcing. Specifically, the dynamics feedback increases the multimodel-mean ECR by 0.5 K (or approximately 8% of the total warming) relative to a calculation of ECR using the thermodynamics feedback alone.

We performed idealized simulations to assess how hypothetical circulation-induced TOA anomalies at low and high latitudes, such as those due to unresolved dynamical processes including convective aggregation, could affect global climate. We showed that a high-latitude forcing is twice as effective as a low-latitude forcing in changing global surface temperature (interestingly and in agreement with previous studies, we also found that a forcing with a global average of zero can induce a nonzero temperature response). These results further strengthen our argument that low-latitude dynamical responses to climate change—such as convective aggregation or ITCZ narrowing—are unlikely to greatly influence global climate unless they are capable of inducing very large TOA anomalies. On the other hand, circulation changes that create TOA anomalies at higher latitudes (e.g., poleward shifts in the storm tracks or deflections of the midlatitude jet by large continental ice sheets in cold climates) are expected to be more than twice as effective at changing global temperature and consequently should be a priority to understand and quantify.

Our findings suggest a number of avenues for future research. Decades of satellite measurements now enable observational estimates of the atmospheric dynamics feedback; such estimates would be a useful benchmark with which to assess our climate model results. These observations could also be examined in detail to assess whether nonlinearities in observed $R_{all}(\phi, \phi)$ and $R_{cloud}(\phi, \phi)$ relationships are sufficiently strong to generate atmospheric dynamics feedbacks that could strongly influence global climate. We have considered here the effect of changes in resolved dynamical processes on climate in global models, but it would also be insightful to perform similar analyses in high-resolution convection-permitting simulations to assess how small-scale dynamical processes couple to TOA radiation. Our focus has been the influence of atmospheric circulation changes on TOA radiation and global temperature. However, the global precipitation response to climate change is linked to TOA as well as to surface radiation (e.g., O’Gorman et al. 2012). An interesting topic for future work would be to understand the contribution of circulation changes to the atmospheric (rather than to the TOA) radiation budget and consequently to the response of global precipitation to climate change (Su et al. 2017).
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